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The main hypothesis of this recent study was that student peer assessing could produce a fair grade in a hybrid undergraduate supply chain course. A key challenge was there were three long written assignments weighted at 90% of the course spread throughout 15 weeks (the final exam in week 16 was weighted at 10%). The secondary goal was to explore if Moodle could facilitate the online assessment of the three project management plans (PPs). A PP was approximately 25 single-spaced pages, based on a unique initiative for each of the 45 students, and it was evaluated against nine Project Management Body of Knowledge (PMBOK) standards as well as other course learning objectives. The PMBOK lectures were classroom-based, data collection was field-based for authentic experiential learning while the LMS was essential for material sharing and assignment management. Inter-rater reliability, correlation and pair-wise t-test estimates supported the hypotheses. Peer assessments were found to be reliable between students and consistent with the professor’s evaluations. Moodle’s workshop module was effective but there were two minor shortcomings: (1) reliabilities must be estimated manually, and (2) there was only one rudimentary algorithm in Moodle to calculate the student rater grade for peer assessment quality.
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Introduction

This study contributes to ASCILITE’s Electric Dreams community of practice by reviewing the past literature and reporting a successful endeavor which applied summative student peer assessments using Moodle as the Learning Management System (LMS) for a hybrid-mode course (with combinations of classroom, field and online student learning). The findings from this study will inform and motivate future research.

The underlying motive for this study was sadly not merely towards better teaching and learning but rather to improve the efficiency of current practices out of necessity because of increased workload. Faculty must find ways to leverage technology in pedagogy, for continuous improvement and out of necessity due to teaching larger classes. Public university budgets shrank while student enrollment increased in USA as more adults sought degrees to retool or to increase employment competitiveness (United Union Professionals, 2013). Business school faculty are under pressure from disciplinary accreditation entities to increase scholarly research publications and to provide summative assessments which show students are learning (Association to Advance Collegiate Schools of Business, 2013; Accreditation Council for Business Schools and Programs, 2013).

The macro level problem was that many universities in USA had expanded prior to the economic recession by opening additional campuses yet now they found themselves with more students and less budget. In fact, one of the cost-cutting measures taken by the collective group of State University of New York institutions (SUNY) during 2010 was to replace the expensive Blackboard and Angel LMS commercial products with open source
Moodle (developed in Australia). Moodle is free, in terms of purchase price, but it requires expertise from faculty to properly leverage it for pedagogy. Moodle also requires considerable support from the technology staff to implement and manage it. Collectively, SUNY institutions have approximately 468,000 students and over 3 million alumni. Thus, Moodle best practices developed at SUNY are likely to be worth sharing with the global educational community.

The micro level dilemma was that many SUNY institutions needed effective ways to teach large face-to-face courses across different campuses. In the case study, the professor needed to teach the same multi-section face-to-face course at two physical campuses, with a four-hour return drive between them through the Adirondack Mountains in New York State during winter. Many universities around the world face comparable challenges delivering effective education programs to their clients across geographic distances, so those practitioners may be interested in the outcomes of this study.

The course content was predominately qualitative in nature, which required students to produce essays and give periodic presentations of their progress. One of the learning objectives required students to conduct peer assessments, which therefore had to be structured in a way so that fair grades could be given. Students were evaluated on their ability to fairly assess peers (10% of course points), and in turn, students were assessed by their peers (yet the professor was responsible for ultimately evaluating every student outcome).


When Falchikov and Goldfinch (2000, p. 314) examined 48 studies they found the "mean correlation over all studies was 0.69, indicating evidence of agreement between peer and teacher marks on average." This indicated that a large portion of these were valid based on the benchmark of 0.70 for reliability (Hair, Black, Babin, Anderson & Tatham, 2006; McCabe, 2007).

There have been various standalone software (e.g., iPeer; WebPA; SPARK) or subsystems (e.g., PeerMark within TurnItIn) for implementing peer assessments. In this study the goal was to utilize Moodle if possible since it was the sanctioned LMS. Moodle has a workshop module specifically developed for facilitating student peer assessments. However, there was no information in the literature as evidence of its effectiveness or about how to configure Moodle for student peer assessments in a face-to-face university business course. More so, there were no guidelines for measuring the consistency of peer assessments. Furthermore, a pilot study by the author using Moodle workshop had revealed that the peer assessment algorithm was not totally reliable, and several experienced Moodle programmers have documented these minor problems (Mudrak, 2011b).

One mandate of this study was to structure pedagogy to include Moodle (technology) to facilitate peer assessment and fair grading of student assignments. Another objective was to statistically measure the interrater reliability of the student peer assessments compared with the professor. An additional goal was to statistically estimate the reliability of using a Moodle workshop for peer assessment. Inductively, recommendations were needed for applying Moodle workshop LMS in higher education practice and for conducting further research.

**Literature review**

First peer assessment theory in higher education was reviewed, followed by relevant empirical studies. Then the application of peer assessment using LMS technology, specifically Moodle, was researched.

**Peer assessment theory**

Good quality higher education programs should encourage interaction and use peer assessments in the pedagogy (Johnson & Aragon, 2003). Peer assessments should be used in addition to faculty-generated and self-regulated feedback because students learn best from multiple sources (Strang, 2010b), and through a variety of learning style matches with their professors or tutors (Strang, 2008, 2010a).
Measurement of performance against objective criteria is the fundamental task in a peer assessment, which needs to be clearly structured and simple, in order to be effective for students to administer (Falchikov & Goldfinch, 2000). The words ‘assessment’ and ‘evaluation’ are frequently used interchangeably, but they differ in significant ways. Assessments are written, oral, observational, and/or quantitative performance marks (e.g., test scores) that provide information to determine how well a student has progressed toward the intended objectives (Green & Johnson, 2010). Evaluations use the assessments to make judgments about a student’s ability and to inform decisions about continued pedagogy (Green & Johnson, 2010). Therefore, peer assessment is concerned with the student grading assignments based on predefined criteria, while faculty will generally evaluate assessment scores to inform ongoing pedagogy.

The words ‘formative’ and ‘summative’ are also often mentioned in peer assessments. Formative refers to a pedagogical process done by the professor or students during the course to measure student understanding of the material, as well as to monitor and guide future pedagogy (Russell & Airasian, 2012). Summative is the evaluation done at the end of the teaching process for a group of concepts, albeit not necessarily at the end of the course (Russell & Airasian, 2012). Usually formative assessments are given by the professor as questions posed during the class (or online in a forum) while summative evaluations are done at the end of a learning unit through tests or assignments with predetermined rubrics for grading. Peer student assessments are usually summative in nature (Green & Johnson, 2010) but they could be formative or both depending on the application. “By definition, all student works that contribute to course grades are summative. […] Grades may be pressed into doing double duty: formative and summative” (Sadler, 2009, p. 808). As Sandler implied, formative and summative peer assessments are useful in as far as they provide extrinsic motivation and intrinsic self-efficacy.

The key theoretical problems with peer assessments, including faculty-provided assessments, are reliability, validity, bias and automation with technology. Peer assessment reliability refers to the degree that scores on the assessment are consistent and stable across multiple raters: students, faculty or combinations of both (Green & Johnson, 2010). The three common sources of error in peer assessments which decrease reliability are: occasion (differences in time and context), items (some raters may not fully understand all criteria or perceive them differently), and scoring issues associated with bias between students and their raters (Green & Johnson, 2010).

A clear design using an objective rubric can reduce bias and improve validity while statistical estimates such as interrater agreement can be generated to measure reliability (Hair, Black, Babin, Anderson & Tatham, 2006; McCabe, 2007; Strang, 2009). A LMS can be used for peer assessments to streamline peer assessment implementation and to improve the effectiveness of the process as well as student learning (Bitter & Legacy, 2008).

Peer assessment validity is the extent to which the instrument provides an accurate, representative, and relevant measure of student performance for its intended purpose (Green & Johnson, 2010). Construct-related rigor is obtained by ensuring the rubric is clear. Content-related validity refers to referring measuring the correct objectives. Criterion-related validity refers to using relevant and easy to understand scoring scales, which the raters will use such as nominal, good versus bad wording, or ordinal, e.g., Likert 1 to 10 ratings (Strang, 2009).

Differences between the socio-cultural factors of the rater versus rubric creator versus student often impact the validity and reliability of peer assessments (Li, 2011; Mok, 2011; Shih, 2011). Researchers have argued there will be disagreement between raters regardless of whether they are students or faculty (Falchikov & Goldfinch, 2000). However, the concept behind randomized allocation or peer assessors is derived from the normal distribution in that with enough raters, individual differences should average out (Russell & Airasian, 2012). Evaluator differences also reflect the real world workplace so this is another argument supporting peer assessments.

Falchikov and Goldfinch (2000) acknowledged that faculty may not use peer assessments because they are afraid students will not be able to evaluate assignments reliably or that student marks will not be consistent with what faculty would do. Other researchers concurred with this (Bedore & O’Sullivan, 2011). Nonetheless, this is an effective learning strategy and pedagogy, in that students learn to improve during the course from the feedback on a formative basis, and faculty may use the assessment scores as part of the grading towards the course learning objectives in a summative manner. Additionally, on the assumption that the student assessing is done fairly, this off loads a large part of the evaluation work from busy faculty when enrollment is large and when the types of assignments are qualitative in nature with long written reports.

Peer assessment studies
Speyer, Pilz, Van Der Kruis and Brunings (2011) searched 2899 studies in the educational psychology literature for the period ending May 2010 to report the use of peer assessment as a pedagogy. They concluded that peer assessment was widely used and it was an effective educational intervention, which improved learning. Their advice for making peer assessment effective was to use an instrument linked to the learning objectives which has high reliability and validity. In effect what they were recommending from empirical experience was to use a rubric to improve objectivity within raters and to increase consistency between raters. They found most peer assessment rubrics did not provide sufficient psychometric measures to ensure students were receiving a fair result. An important assertion they mentioned was “an instrument for educational purposes can only be justified by its sufficient reliability and validity as well as the discriminative and evaluative purposes of the assessment” (Speyer et al., 2011, p. 583). A key limitation of their research was that they reviewed only 1% (28) of those studies in detail which did not appear to conform to the systematic sampling methodology they planned. Unfortunately no guidelines were given for benchmarks (e.g., mean acceptable consistency) or by way of methods and formulas to implement peer assessments. Furthermore they did not differentiate between formative versus summative assessment yet according to their discussion the latter was assumed.

Falchikov and Goldfinch (2000) performed a landmark meta-analysis of 48 empirical student peer assessment studies, finding that student evaluations of their peers were effective, with Pearson Product Moment Correlation r ranging from 0.14 to 0.99 (mean r was 0.69). They weighted the r calculation by sample size and number of comparisons made, thus larger cohorts would have a greater influence on their result. The nature of the subject matter in these studies were generally qualitative assignments which they described as “academic product and process” (Falchikov & Goldfinch, 2000, p. 310), such as reports and presentations.

In their meta-analysis Falchikov and Goldfinch (2000) calculated the correlation R of academic product and process assessments as 0.75 (combined N=39 studies). The cause-effect coefficient of determination r for the peer assessments in the business discipline was 0.71 (N=11). They calculated an overall weighted effect size (from 24 experimental studies) to be 24% which is a large effect (Cohen, 1992). This indicates that empirical studies have shown student assessments of their peers to be effective in terms of consistency with faculty evaluations of the same assignment.

Surprisingly, they also found that correlations between student and faculty peer assessment of assignments did not increase as the number of students increased. The optimal number of raters for peer assessment based on meta-analysis research was 3-5; with more raters, consistency drops (Falchikov & Goldfinch, 2000). Interestingly, they found that the quality of student peer assessment did not significantly differ across disciplines or based on tenure of the student (time in the program, such as year 1 versus year 4).

Li (2011) evaluated peer assessment in a project management course (similar to this study) at a university in Georgia (USA). She analyzed the student perceptions and outcomes of peer assessment effectiveness as pedagogy. She found that students in early learning development stages showed more learning gains than high achieving students. However, all students held positive attitudes towards their peer assessment experience. This indicates the peer evaluation process was effective as a formative assessment. Li, Xiongyi and Yuchan (2012) conducted a follow up study on this data which confirmed the importance of peer feedback. Their approach was to use assessments during the course to help students self-regulate their learning and also as a mechanism for grading. Nulty (2011) published a study whereby he recommended using peer assessment early in the students learning cycle. Additionally he cautioned against the disadvantages of using self-assessments due to bias.

Liu and Lee (2013) investigated peer observation and feedback on student learning during a psychology course in Taiwan. They determined that peer assessment was helpful to students, but more so later on in the course. An important finding from their work was that students got better at peer assessment with practice. Therefore, an important implication would be requiring students to first complete a practice peer assessment.

Some faculty use peer assessment informally rather than as a grading mechanism. Heyman and Sailors (2011) found that traditional peer assessments helped students learn the material better. They also proposed an interesting approach to better the perceptions and learning styles between raters and peers by having students nominate their raters. However, this would be time consuming for large classes involving multiple assessments. An important concept arising from their study was to reinforce the idea of students practicing peer assessments. The findings from these studies suggest peer assessments are valuable to use on a formative and summative basis.

**Peer assessment using technology**
One of the well-known scholarly advocates of using technology in education (including peer assessments) was Laurillard (2007). She surveyed 19 higher-education institutions from 13 countries in Asia-Pacific region (Europe, Latin America, and North America) to determine the effectiveness of using technology for pedagogy. Her recommendation was to leverage LMS technology to better manage large cohorts.

Bitter and Legacy (2008) emphasized that technology should be subservient to learning objectives when conducting peer assessments through technology. They argued peer assessments are more effective for evaluating (and for student learning) with qualitative assignments, such as team projects and presentations, since there is so much to review, more raters are better able to observe different perspectives to enhance the constructive feedback. Rubrics linked to course learning objective should be designed for objectivity, which refer to competencies, abilities, and attitudes. They offered tips for using peer assessment rubrics in a LMS:

- Avoid highly detailed criteria that become more of a checklist than a rubric;
- Use a limited number of dimensions (aspects, categories);
- Focus on learning priorities of the project;
- Use measurable criteria that can be counted or ranked (such as ordinals, Likert 1-5 or 1-10 scales);
- Use four performance levels that make fine enough discrimination, yet are not too divisive (see below);
- Maintain an equal interval distance between levels so that the highest and next highest are an equal distance to the lowest and next lowest;
- Involve students in creating rubrics so they will clearly understand what the expectations are and will encourage student support of the process; (adapted from: Bayat & Naicker, 2012; Bitter & Legacy, 2008).

Willey and Gardner (2010) developed a peer assessment model along with a software product called SPARKplus to automate the process. The software could be easily integrated into a LMS. Their model was based on two simple formulas. The first formula ‘SPA’ was calculated as the square root of total ratings for an individual assessment divided by average of total ratings for all team members. The limitation for this rating is that it may provide a coefficient larger than 1.0 so a nonlinear correction procedure (manual or programmed) would be needed to implement this for grading purposes. The grade is then calculated by multiplying the SPA by the team score. This cannot be implemented for individual projects as was the case in this study (unless only the SPA coefficient were used with a nonlinear correction algorithm). There were no team projects here only individual projects which were double blind assessed by five other peers. Also their model did not report reliabilities to ensure the peer assessments were consistent, which was essentially the goal of this study.

Thomas, Martin and Pleasants (2011) found the type of technology used for peer assessment did not matter as long as learning objectives were clear. They used wikis for peer assessment at the University of Wollongong. A useful contribution was their recognition that the ‘learning value’ of peer assessments must be explained to students rather than merely forcing students to use them.

One of the more novel approaches was by Wu, Hou and Hwang (2012) since they used online text messaging as a peer assessment methodology for 38 students. More importantly, they reminded us about the importance of content validity and criterion reliability for peer assessment rubrics. They recommended faculty use Blooms cognitive domain when designing the peer assessment rubric. Interestingly, Lu and Law (2012) published a similar study, echoing the advice to use Blooms Taxonomy to inform the design of the rubric.

Neus (2011) pointed out that raters need to be graded to so as to provide accountability for their peer assessment. However, the biggest issue concerning using peer assessments seems to be how to mathematically calculate grades for the rater (assuming the average of peer ratings would form the score of the rated student). He demonstrated a technique for calculating a correlation coefficient for grading the rater using SAS. The problem with correlation is that since it is a bivariate measure, it works with only two variables, which would mean only up to two raters could be assessed to calculate a ‘rater effectiveness’ coefficient. In addition, Pearson Product Moment correlation can only be applied to ratio level data not ordinals or intervals such as Likert scales.

Zhang and Blakey (2012) used factor analysis to assign grades to raters for their peer assessments. They were able to validate their rubric assessment scale with Cronbach's reliability values greater than 0.70 and the instrument was able to capture 67% of the variance between rater scores on each assignment. However, factor analysis is a complicated process and it seemed difficult to associate to the rubric.

Dollisso and Koundinya (2011) used paired t-tests to grade raters based on their peer assessments resulting in an effect size of 0.06. The rating scales were 10-point Likert type so these could be considered ordinal data type. Pair wise t-tests would be a labor-intensive technique to assess more than one rater. Nonetheless their concept
has merit since ANOVA is designed to compare the variance of ratings when using ration data while the Kruskall-Wallace test can be used as the nonparametric equivalent of ANOVA when the ratings are in ordinal scales such as the traditional letter grades A-F (Strang, 2009).

Peer assessment in Moodle

The workshop module in Moodle is designed to automate peer assessments. A grade is given for the assessment (from peers) and a separate grade is given to each rater. The grade for the assessment is simple - it is the average from all raters (with optional weighting if the instructor wishes to contribute a peer assessment). Self-assessments are also possible but this was not used in this study due to self-prophecy bias: Students will tend to overrate their own performance. Currently only positive integers (as Likert scales) are available in Moodle workshop for ratings. This limits the applicable statistical techniques. There are two assessment formats: accumulative or rubric, which function similarly (the latter is more structured).

There is only one method implemented in Moodle workshop version 2.0 for rater grading which is called 'best assessment'. The underlying methodology is not well explained and a pilot study returned inconsistent results where two identical raters (having the same peer assessment scenarios) were given different scores. The basic idea is that a best assessment is identified and the rater is given a 'coefficient' based on the differences in their scores from the best one for each rubric aspect: (best score - peer score) * weight / max possible score

The Moodle 2.4 workshop module version 2.0 documentation states: Grade for assessment tries to estimate the quality of assessments that the participan gave to the peers. This grade (also known as grading grade) is calculated by the artificial intelligence hidden within the Workshop module as it tries to do typical teacher's job. There is not a single formula to describe the calculation. However, the process is deterministic. Workshop picks one of the assessments as the best one - that is closest to the mean of all assessments - and gives it 100% grade. Then it measures a 'distance' of all other assessments from this best one and gives them the lower grade, the more different they are from the best (given that the best one represents a consensus of the majority of assessors). The parameter of the calculation is how strict we should be, that is how quickly the grades fall down if they differ from the best one (Mudrak, 2011a).

The 'best assessment' is determined for each rubric aspect based on finding a peer assessment grade from all raters that has a standard deviation very close to zero. "In some situations there might be two assessments with the same variance (distance from the mean) but the different grade. In this situation, the module has to warn the teacher and ask her to assess the submission (so her assessment hopefully helps to decide) or give grades for assessment manually - there is a bug in the current version linked with this situation" (Mudrak, 2011b).

The grade for assessment (given to a student for assessing peers) is calculated using the 'comparison of assessments' setting in workshop which is then multiplied by the 'best assessment difference' coefficient. The "comparison of assessments" values are: 5.00 = very strict, 3.00 = strict, 2.50 = fair, 1.67 = lax, 1.00 = very lax (Mudrak, 2011b). For a simplistic example, if the 'best assessment difference coefficient' were 10%, and if the fair setting were used for 'comparison of assessments', then the 'grade for assessment' = 1-(0.10*2.5) = 75%.

Synthesis and research questions

Based on the literature review, peer assessment (automated by a LMS) is a useful to facilitate pedagogy. Peer assessments require a clear rubric without too many criteria items (Bayat & Naicker, 2012; Bitter & Legacy, 2008). In the Moodle workshop module these are called aspects. Likert rating scales from 1 to 10 were recommended (Dollisso & Koundinya, 2011).

The following research questions arose based on the literature review and from the problems noted earlier: 1. Would students rate their peers reliably? 2. Would the student peer ratings be consistent with faculty assessments of the same student assignments? 3. Is the Moodle workshop module effective as a LMS to facilitate student peer assessing?

Methods, procedures and materials

The researcher employed a theory-dependent positivist philosophy consisting of a deductive literature review (above) to inform the research questions, instrument design, and methods (Gill, Johnson & Clark, 2010; Strang, 2013). Since this study was designed to collect performance data, quantitative techniques were selected to
answer the research questions concerning student peer assessment validity and reliability (Creswell, 2009).

Descriptive statistics, correlation, interrater reliability and validity tests were applied at the 95% confidence level. SPSS version 14.1 was used for the statistical tests, while Moodle version 2.4 and workshop version 2.0 were installed at SUNY for this quasi-experiment.

**Case study participants**

In terms of sampling method, natural intact convenience groups (existing classes) were used at the SUNY Plattsburgh and Queensbury campuses, a public comprehensive university located north of the state capital Albany NY (USA). The enrollment at this university was 6350 matriculated students, with 1050 of those in the School of Business and Economics, of which approximately 350 were in the undergraduate Bachelor of Science in Business Administration (BSBA) program at the time of writing.

At the university level, the average class size was 22, the student-faculty ratio was 17:1, and 97% of tenure-track faculty held the highest degree (e.g., PhD or doctorate) in their discipline. The gender balance was 45.1% male, 54.9% female. International enrollment from 63 countries represented 5.4% of the population.

In the business school 65% of faculty held a relevant doctorate or at least a PhD. The size of this class was 45 due to its demand at both campuses, thus making the ratio 45:1. The researcher had taught large classes of over 600 students so he was familiar with using technology out of necessity to facilitate applying pedagogy in large cohorts. The mean age of the sample was 23 (SD=2.1), while females represented 59% of the class. There were three international students in the sample from different countries (3/45 = 6.7%). The demographic factor and GPA estimates of the sample were similar to the university's business school population (based on z-score tests).

**Instrumentation**

All 45 participants were undergraduate students in the upper division Project Management (PM) course taught by the researcher. There was one teaching assistant. This course had been taught by the researcher for two years in this context using Moodle, and before that this professor had taught a similar version of this course at other universities using Blackboard, Angel, Moodle and a proprietary LMS. A pilot had been successfully completed in a previous term using an identical course syllabus and with the same configuration in Moodle.

There were four summative assessments, as enumerated below (with course weighting in parenthesis):

» Project management plan 1 (PP1) - knowledge competency or career advancement (20 points);
» Project management plan 2 (PP2) - natural or man-made disaster preparation or mitigation (30 points);
» Project management plan 3 (PP3) - real estate capital investment development (40 points);
» Project management knowledge test - comprehensive and cumulative exam (10 points).

Moodle workshop was utilized for all three PPs. Each PP was around 25 pages. The course weighting for each PP was progressively higher because students were expected to improve their competencies and each PP assignment was more difficult. The format of the PPs were that a multi-page project mandate was presented by the professor then industry subject matter experts were brought in for the students to interview. The grade for each PP was broken into two components: 90% for the charter presentation and plan submission, plus 10% for the quality of the peer assessments performed on other students. The grade for the first component was calculated in Moodle workshop as the un-weighted average of all peer generated scores. The grade for the second component was calculated by Moodle workshop using the 'best assessment' algorithm which was explained earlier.

Students were randomly allocated 5 peer reviewers in Moodle workshop. All peer reviews were based on a rubric (listed in Appendix 1) and each reviewer marks was weighted at 1. The 'comparison of assessments' of fair (2.5) was specified for all PPs. The professor did not complete a review in workshop but instead he manually assessed each PP using the rubric (for experimental control). The ratings were informed by the revised Taxonomy for Education (Anderson & Krathwohl, 2001), which range from lowest to highest levels of learning as: remembering, understanding, applying, analyzing, evaluating, and applying (Strang, 2011).

First a mandatory practice PP0 was setup (using a simple class exercise for a General Electric/National Grid project plan) to allow students to become familiar with peer assessing and Moodle workshop. Each PP required students to demonstrate competency in all nine project management knowledge areas. Competencies included using PM software, developing Gantt schedules, applying risk quantification using Program Evaluation and
Review Technique (Strang & Symonds, 2012), and orally presenting the executive summary charter in class through the video conferencing system since two physical campus locations were synchronously linked together for this course. The PM software was OpenProject a free product available from the open software foundation which was similar to Microsoft Project commercial software.

Results, discussion and conclusions

Moodle workshop module implementation

Figure 1 illustrates the first few results for PP1 from the Moodle workshop. The proportion for the submission was set at 18/20 leaving 2/20 for the peer assessment grade. In figure 1, student N34 was given a score of 11.6/20 which Moodle calculated as the mean of peer assessments (multiplied by weights, which were set at 1): \((8.8 + 13.1 + 10.6 + 13.8) / 4 = 11.6\) (rounded). The score of 2.0 for the peer assessment was calculated based on there being no significant difference between his peer assessment score and the scores from other peers on the same PPs.

N35, the second student in figure 1, received a submission score calculated as the average of: \(18 + 18 + 18 + 18 + 15.8 = 17.6\) (rounded). His peer grading mark was 1.8/2 (90%) based on the two calculations: difference coefficients = 0.01 + 0.001 + 0.008 + 0.001 + 0.02 = 0.04; peer grading mark = \((1 - 2.5 * 0.04/1) = 0.9 * 2 = 1.8\).

Based on these results, it appeared that the first research question was supported in that raters were scored reliably using the Moodle workshop 'best assessment' technique. However, additional testing was needed to confirm support for this and to answer the second research question of would the peer ratings be consistent with faculty assessments of the same student assignments.

![Figure 1: Screen shot of Moodle workshop with example peer assessment grades](image)

Inter-rater reliability and comparative reliability tests

In order to answer these questions, inter-rater reliability was calculated for each PP based on the 5 student raters (or less in a few situations with missing submissions). This can be achieved using a variation of Kappa's interrater reliability (Cohen, 1968) based on the work of Fleiss, Nee and Landis (1979); according to the formula in equation 1.

In equation 1, \(f\) is the Fleiss-Kappa interrater coefficient (higher values mean more consistency), where \(k\) = number of Likert scale levels, \(n\) = number of rubric aspect categories receiving a \(k\) rating, \(r\) = number of raters, \(x_{ij}^2\) = chi square of

\[
f = 1 - \frac{\sum_{j=1}^{n} \sum_{i=1}^{k} x_{ij}^2}{nr(r-1)\sum_{j=1}^{k} p_j g_j} \tag{1}
\]
difference between expected and observed ratings for each \( k \) rating by each \( r \) rater, \( p_j \) = mean proportion for \( k \) rating \( j \), and \( q_j \) = compliment of \( p_j \) (1 – mean proportion for mean proportion for each \( k \) rating \( j \)). Subscripts \( i \) and \( j \) are matrix indexes, which point to individual Likert ratings by each rater (\( r \)) for each rubric aspect (\( n \)).

The \( f \) was calculated for each student across all 3 PP assignments, whereby all coefficients were above 0.60 and most were close to 0.80. A benchmark for good interrater agreement is generally 0.80 (Cohen, Cohen, West & Aiken, 2003) but some researchers have accepted 0.70 (Hair, Black, Babin, Anderson & Tatham, 2006; McCabe, 2007) which is the benchmark applied in this study.

For example, an \( f \) coefficient was calculated using the data for student N35 as shown in table 1 (scores were scaled to 18 for the PP2 assignment and rounded). PP2 was weighted at 20 points (out of 100 for the course), and the submission plus presentation component was weighted at 90%. Therefore, 90% * 20 = 18 points, leaving 10% * 20 = 2 points for the quality of peer assessment grade. Note that the \( k \) value was 5 because the rating scale was zero to 4. The \( f \) kappa \((r=5, n=9, k=5) = 0.79, s^2 = 0.0075, z = 9.138, p=0.000, N=35 \) (DF=31), with control intervals for the \( f \)(0.62, 0.96). This 79% coefficient was a statistically significant result with acceptable interrater agreement based on research practices (Hair, Black, Babin, Anderson & Tatham, 2006) - however this was illustrated for the peer assessments on only a single student PP. The kappa’s were manually calculated for all assessments with a mean of 0.80 interval (0.62, 0.96). Thus there was preliminary support of the first research question that students gave their peers a fair grade.

Table 1: Peer assessment grades for student N35 (M=17.6; 5 raters, 9 aspects, 5 scale levels)

<table>
<thead>
<tr>
<th>Rubric criterion (aspect)</th>
<th>Marla</th>
<th>Jacob</th>
<th>Chad</th>
<th>Lailaa</th>
<th>Alex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integration management</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Scope management</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Time management</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Cost management</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Risk management</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Human resource management</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Quality management</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Communications management</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Procurement management</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Score (scaled to 18 total)</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>16</td>
</tr>
</tbody>
</table>

Then to answer the second research question, the average peer-generated score for each PP was compared with the professors' score, which was estimated statistically by applying a paired t-test. A two-tailed test was selected because the goal was to test the inequality of the Moodle workshop grade (average of peer ratings) as compared to the grade given by the professor. The results of the paired t-test supported the research question, \( D (134) = 0.31, p=0.76 \) (two-tailed). In this case, it was desirable to see no significant difference between scores.

The nonparametric Spearman correlation was very high between each student \( f \) and the peer assessment grade given in Moodle (score out of 2): Rho \( r = 0.92, p=0.000 \) (two sided), \( n=45 \) students, \( N=135 \) assignments. Spearman correlation is more conservative than Pearson Product Moment and the former does not assume a normal distribution underlies the evaluation results (furthermore we cannot expect students to grade on the curve or that there ought to be 68% of the mean ratings with one SD of the mean for a peer assessment). Therefore, the third research question was accepted in that Moodle was useful in managing the peer assessing process and the algorithm calculated a fair peer grade to each student which was similar to the kappa (92% correlation). This was proven by comparing the workshop peer grade score for all 135 assignments to the \( f \) interrater agreement.

Limitations and recommendations

A key limitation in this research, which affects any generalizations, was the small sample size of 45 students. Additional the context of SUNY may not be similar to other universities. For example the international composition of this SUNY institution was 5.4% (from 63 countries) and there were three international students in the sample (3/45 = 6.7%). Furthermore, this quasi-experiment was applied on business school undergraduate students. Fourthly, the professor's pedagogical approaches may differ substantially from others.

Notwithstanding the above, there was strong evidence to support both research propositions that Moodle workshop can be effectively used for peer assessments. There were no instances of students receiving an
incorrect peer grade and the high correlation of 92% between peer grades and Fleiss-Kappa interrater reliability for each assignment indicated a high level of consistency. However, this study should be replicated with larger samples, across other disciplines, at different institutions, in different socio-cultures, and in online modality.

The researcher did not locate any other LMS, which provided a peer assessment module as Moodle did. This is also an area of recommended future research - to provide peer assessment modules for the other LMS products.

Implications and future research

Moodle workshop was effective. There was statistical support in that there was no significant difference between the professor grading versus the student peer assessments on all 3 assignments (N=45 students).

One suggestion for future research would be for the Moodle developers to implement a Kappa statistical score into workshop, which could provide another peer grading alternative. Furthermore, it would provide faculty with statistical estimates of how well the students were performing regarding their peer assessments. From that, professors could adjust the student grades and provide constructive feedback to students about their peer assessing skills, substantiated with scientific evidence (rather than observations of the work done).

Students can learn from the peer assessment process, not only about how to assess, but they may also see alternative approaches for applying the theories taught in the course. Peer assessments were formative as well as summative in nature since they were distributed throughout the course schedule and the scores contributed towards the final grades. Students appreciated the peer assessment pedagogy based on the fact that several made reflective comments in the course opinion survey. Students were very satisfied with this course, which had an overall mean rating of 4.7 out of 5 for the instructional items on the survey (SD=0.6, N=37 respondents).

In closing, the researcher noted the most significant benefit from this study was confirming the reliable application of the technology-enabled Moodle workshop for peer assessments. Although the professor still assessed every student assignment in this course (N=135), if the Kappa interrater reliability statistic had been available, he could have just randomly sampled a few, thus saving a tremendous amount of time. This methodology would be extremely valuable for large cohorts in qualitative subject oriented courses where there are numerous items to assess.

For example, the researcher took on average 20 minutes to assess each project plan in this course. There were 3 * 45 = 135 project plans (excepting that one student did not submit a PP1 due to illness). Therefore, assuming other professors would take similar time to assess such assignments in other courses, a total of 270 minutes would be needed for this activity. If the professor instead merely sampled 10% of the assignments, based upon the potential availability of a built-in Kappa interrater reliability statistic (or having access to SPSS to calculate this), and further assuming the students were capable of assessing peer assignments (as was this cohort), the professor would save 270 * 90% = 243 minutes or about 4 hours every course. If this savings were extrapolated across the entire school of business at this university for a year, it was estimated that the time equivalent to another faculty position would be saved. Imagine the potential benefits if this concept of technology-facilitated student peer assessing were applied at all business schools and in other disciplines? This might be an effective pedagogy if a reliability coefficient was calculated and reported in the LMS Moodle workshop module.
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### Appendix 1: Peer assessment rubric applied in Moodle workshop

<table>
<thead>
<tr>
<th>Aspect (category)</th>
<th>Criteria</th>
<th>Rating (0-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integration management</td>
<td>a. first page has project correct title, PM name, date, course number; b. project is unique (and approved online in PMIS); c. version log is present and realistically completed (version 1 or similar); d. table of contents if accurate and well formatted; e. charter mentions key items from scope such as key deliverable and reason for project, overall cost and time, PM; f. all other eight sections are present; g. APA references at end for citations to sources; h. spelling, grammar, and professional business writing and speaking evident at all times; i. uploaded in PDF format with OpenProj or Planner Gantt file attached.</td>
<td></td>
</tr>
<tr>
<td>Scope management</td>
<td>a. indicated exact nature of project; b. some background (with a citation to literature or news article); c. start and complete date (or duration); d. at least one key deliverable (relates to reason for doing project); e. at least one assumption; f. at least one constraint; g. spelling, grammar, and professional business writing and speaking evident at all times.</td>
<td></td>
</tr>
<tr>
<td>Time management</td>
<td>a. includes Gantt with tasks shown; b. at least 3 resources (PM + 2); c. sequence and links can be seen; d. indentation used with WBS numbers; e. at least one milestone visible; f. formatted clearly and professionally with no duplication from risk or other sections; g. spelling, grammar, and professional business writing and speaking evident at all times (including timely delivery of charter briefing presentation).</td>
<td></td>
</tr>
<tr>
<td>Cost management</td>
<td>a. includes external and internal unit costs summarized by category; b. at least 2 levels of detail (categories); c. overall total; d. earned value formula shown; e. earned value calculation correct; f. SPI and CPI shown as percentages; g. implications on budget discussed; h. no duplication from procurement or other sections; i. spelling, grammar, and professional business writing and speaking.</td>
<td></td>
</tr>
<tr>
<td>Human resource management</td>
<td>a. at least 3 resource roles explained; b. costs shown (including PM); c. listed in table format (resource allocation matrix); d. unit costs given; e. same resources as shown on Gantt chart; g. material resources shown; f. person resources used; g. spelling, grammar, and professional business writing and speaking.</td>
<td></td>
</tr>
<tr>
<td>Risk management</td>
<td>Internal risks: a. method for estimating internal risks listed; b. table included (well formatted, labeled, referenced in text), shows risky tasks, and overall critical path method risk (standard deviation); c. shows probability project will finish 10% earlier than expected duration.; External risks: d. method for estimating external risks listed; e. identification (2-3 likely risks listed applicable if the project were underway); f. sources for risks noted (subject expert interviews); g. spelling, grammar, professional business writing and speaking.</td>
<td></td>
</tr>
<tr>
<td>Quality management</td>
<td>a. at least 3 key (reasonable) quality goals identified; b. key criteria in a matrix (table with heading etc), c. selection of method to measure quality explained; d. formulae or benchmarks identified; e. citations to quality guidelines; f. zero defects; h. spelling, grammar, professional business writing and speaking.</td>
<td></td>
</tr>
<tr>
<td>Communication management</td>
<td>a. at least 3 key (reasonable) stakeholders identified; b. key deliverables in a matrix (table with heading etc), c. emails for stakeholders to notify them; d. mention use of technology or method for above; interviews; e. communication matrix complete with W5+how format; g. spelling, grammar, professional business writing and speaking during project charter briefing with other PM's.</td>
<td></td>
</tr>
<tr>
<td>Procurement management</td>
<td>a. includes external and internal unit costs for materials summarized by category; b. at least 2 levels of detail (categories); c. overall total; d. contract types explained; e. justification for contract types given; f. implications on budget discussed; h. no duplication from cost or other sections; i. spelling, grammar, and professional business writing and speaking evident at all times.</td>
<td></td>
</tr>
</tbody>
</table>

Ratings are scores of competency or proficiency, informed by the revised *Taxonomy for Education*, where: 0 is the lowest and 4 is the highest: 0 = not addressed, 1 = basic understanding but many requirements missing and typos, 2 = application of key requirements but typos and some items missing, 3 = sound analysis but typos or a few requirements missing; 4 strong demonstration of knowledge area with all requirements met.
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